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ABSTRACT

We reanalyze the Smith-Rea check value verification experiment.
This experiment has been discussed in a number of articles, and is one
of the 20 experiments used to support the CIE 19/2 model. A preliminary
data sheet from Smith and Rea listed an incorrect score function and
contained a large number of arithmetic errors in converting raw times to
scores. Correction of these errors changes the CIE fit. We argue that
the W;,5 parameter of this fit is not related to the "critical visual

processes” as claimed.

We use the corrected data to examine basic trends. Subjects
achieved their maximum scores for a large fraction of runs under all
visibility conditions. There was no statistically significant differ-
ence in scores for tests from 100 to 5000 lux. Furthermore, illumina-
tion level was less important to performance than the other variables
studied: subject, practice, and check set (legibility and contrast).
The RQQ #6 recommended illumination levels for such tasks range from 200
to 750 lux, indicating that recommended levels may overstate the need

for illumination.

There was a distinét practice effect, and this effect is correlated
to visibility. The practice effect was largest where there was least
visibility. The same set of checks was used in each run. It is not
clear how much of the practice effect is due to this experimental
artifact and how much can be generalized. The long-term magnitude of
the visibility/performance trend is rendered extremely uncertain by
uncertainty over the source Qf the practice effect. There is no ques-

tion that there is at least a short-term visibility/performance trend.
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The CIE regression is re—-examined to see how efficient is its empir-
ical description of the visibility/performance relationship. This
analysis tests the hypothesis that even though the CIE model may not be
theoretically correct, it may still be a good approximation. The four-
point fit used in CIE 19/2 had only one degree of freedom and would be
rejected if it was linear. Using less, or unaveraged data, we found
that although the CIE fits explain a statistically significant amount of

variance, they were less efficient than a simple 1n(VL) fit.

It has been suggested that since VL is based on threshold contrasts,
it is not an appropriate measure for supra-threshold real-world tasks.
We performed a rank-order test of an alternative visibility measure,
conspicuity, against performance, but found no correlation. As a
hypothesis we suggest that visual performance is inherently bounded by
threshold visibilities. There are several mechanisms that would lower
nominally suprathreshold wvisibilities towards threshold 1levels in a
visual performance experiment. The mechanisms are sufficiently dif-
ferent that there should be no unique visibility/performancé relation-
ship. Instead we argue that the relationship will depend on the type of
the experiment (and hence the mechanism) and‘the details of the scoring

function.
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1. INTRODUCTION

A previous paper criticized the formulation and use of the CIE 19/2 visual
performance model, and voiced our concern about the statistical validity of the
validation fits presented in the CIE report.[1-2] This paper re-analyzes the
Smith-Rea Check-Reading experiment, uncovers numerical errors in previous
reports on this experiment, and bears out our criticisms of the model.[3] We also

analyze the data for basic trends, and examine it in terms of alternative models.
I THE CHECK-READING EXPERIMENT

The Smith-Rea check-reading experiment is data set 15 of the 20 data sets
analyzed as validation for CIE 19/2.[1,4] A different interpretation of the results
of this experiment is given in two papers by Ross.[5,6] A complete description of

the experiment is contained in the original Smith-Rea report.[3]

The basic format of the experiment is that the subject compares 10 checks
in succession against a printed list. which has from O to 3 errors. Forty condi-
tions consisting of 4 illumination levels and 10 "readability” classes were exam-
ined. Four subjects made 4 runs for each condition. The subjects’ pay was pro-

portional to their score, S, where
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S=H+ f(T)-(M+FP) =10+ f(T) — 2(M+FP) (1)

and

F(T) = INT{(35-T)/5) T=5 )
=0 T<5

Where H is the number of correct comparisons, INT(x) takes the integer value of
%, T is the time in seconds, M is the number of errors on the comparison list that
the subject missed, and FP is the number of false positives (false identifications
of an error). The time/score function, f(T), is set to zero for T <5 to prevent the
subject from simply flipping through the checks if they are hard to read. The

data show that this was not a problem.

Preliminary hand-tabulated data sheets were sent to Ross for his analysis
for the Federal Energy Administration. The data sheets listed a table incorrectly

identified as total score that we call 5,
S'=f(T)— (M + FP) (3)

A comment in a follow-up lettqr that noted that the total score table was
incorrectly identified was evidently missed. Ross analyzed the average value of
S' per run as the total score. The CIE reports summed S’ over subjects, check
types, and runs to get 160 S’ as the score at each illumination level. Only Smith

and Rea reported the average value of S.

Although the difference between S and S" accounts for the major differences
between the reports, we also foun;l numerous errors in the calculated values of
f(T) on the preliminary data sheet. Approximately 14% of the f(T) values were
inconsistent with Eq. 2, significantly exaggerating the difference in performance

between the highest and lowest illumination levels. The incorrect values were
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used in the Ross and CIE reports. They affected Smith and Rea’s report only in

their analysis of the frequency of maximum and minimum scores.

Ross used the data to show only that the bulk of the illuminance effect
occurs at the lowest illumination levels. This conclusion is not seriously affected
by the shift from S to S' or the errors in £(T). The CIE 19/2 model is supposed to
provide a fit of "task performance, TP, selected by the investigator...".[1] Fitting
S instead of S exaggerates the effect of illuminance on performance by a factor
of almost 4, and therefore seriously affects the regression parameters. Table 1
compares the CIE fit of S' to the equivalent fit to S. All three parameters of the fit
are changed, and the changes to TP, and W, p3 are statistically significant. We

will comment on the indicators of goodness of fit (s? and R?) later.

The Smith-Rea report provides a table of luminances and measured refer-
ence VL values for a sample of one check per readability class. An earlier version
of this table in the appendix of Ross's FEA report has a relatively insignificant
error in one of the luminance values, and nonsense VL values.[5] These VLs were

not used in the Ross or CIE reports.

The VL values used in the CIE fit are calculated from the CIE formula, and, as
shown in Table 2, differ from the measured or reference values. Measured and
reference VLs are static values in that the target is viewed on axis (eccentricity

X = 0), for a fixed time. The calculated values are supposed to apply to dynamic

viewing conditions where neither viewing angle nor exposure time is controlled.

VLs depend on luminance, L; time; X; the critical size of the task, d, and the
effective contrast, C. In visual performance experiments, X is given as a function
of the task demand parameter, D, and becomes an empirical correction factor

for both time and eccentricity.

Effective contrast is the product of the equivalent contrast, C, and the con-

trast rendering factor, CRF. We calculated it from the measured (static) VLs.
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The average over check and illuminance conditions, 0.774 * 0.027, differs
slightly from the CIE value of .764 (incorrectly identified as E’) The difference

was insignificant to our analysis.

The CIE 19/2 calculation used d = 4 minutes of arc in this and all other
situations where d was not, or could not be, measured. This assumption is

acceptabie here, as the calculated Cs with d = 4 show no trend with illuminance.

V1. values are moderately sensitive to d. The ratio of maximum to minimum
VLs in Table 2 vary from 2.7 to 4.6 if d is varied from 1 to 10 minutes of arc. How-
ever, the actual fit is relatively insensitive to d. The variance, s?, ranges from
11.8 to 14.1, and the fitted parameters vary by less than a standard deviation.
This is due to the flexibility of the CIE formula and the saturation of performance

at high VL.

Although the CIE 19/2 procedure uses dynamic VLs, static VLs were used to
fit data sets 8 through 11. Furthermore, the Smith-Rea fit does not show that
dynamic VLs are superior to static VLs. We suggest that the utility and correct-

ness of the static/dynamic distinction should be examined more closely.

The number and significance of errors we found in just one experiment indi-
cate that there may be substantial errors in the other fits as well. Equally
significant is that the ability of the CIE model to fit incorrect data is consistent
with our contention that it represents curve-fitting and not model-fitting. Note
that the parameters D and W123 supposedly have physical interpretations in
terms of visual processes.[1] Since speed and accuracy in this experiment were
close to their maximum values at all visibility levels, fairly drastic changes in
the score function makes little difference to the underlying physical measures of
performance. On the other hand, Table 1 shows clearly that a change in score
function can dramatically change the fitted parameters. This contradicts the

direct visual interpretation of these parameters and indicates that the score
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function must be considered in the fits.[2]

The following section examines the data more thoroughly before returning

to the problem of modeling the visibility/performance relationship.
1I1. BASIC TRENDS
The primary trends in the data are:

1) Subjects achieved their maximum accuracies and scores on a large fraction

of runs under all visibility conditions.

2) There was a practice effect that is relatively large and inversely correlated
to the visibility of the task. The practice effect may be an artifact of the

experimental procedure.

3) There was no statistically significant difference in performance from 100 to

5000 lux.

4) Check type, subject, and practice level were substantially more important
to performance than was light level. Legibility appeared to be more impor-
tant than contrast and size. Finally, the correlation of VL to performance is

larger than that of light level to performance.

Smith and Rea’s results are similar but not identical to ours.[3] Their ana-
lyses of variance tested two classifications (two-way AOV): illumination level and
check type, against four measures of performance: time, T; hit rate, H; false posi-
tive rate, FP; and total score, S. The only test that was not statistically
significant was the number of hits as a function of illumination level. A practice
effect was noted in the mean scores, but was believed to be unimportant. A
rank-order test of performance was significant against readability, but not VL.
Smith and Rea's frequency of maximum scores (=15) as a function of illumina-
tion level are incorrect, and were evidentally based on their preliminary tables
of time points (discussed in Section II). Their values, 11, 33, 39, and 43, seem to

have a positive trend over the entire illuminance range. The corrected values 19,
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34, 34, and 37 are noticeably different only at the lowest illumination level (10
lux), which is consistent with mean value comparisons. There were also some

minor errors in their other values and frequencies.

We ran four-way AOVs including run number and subject. The residuals were
not normally distributed, and their variance was slightly larger than average for
check set 1 and at low scores. Two residuals were anomalously large (>5 stan-
dard deviations from the mean). The time and total score tests, plus the subject
and check set classifications tests against accuracy (H-(M+FP)), were better than
1% and are therefore probably significant despite the problems with residuals.
Run number against accuracy was borderline significant at an approximate level

of 5%. lllumination level was not significant against accuracy.

The illumination level/accuracy test should be considered inconclusive
rather than negative. The data set is limited (124 errors total) and not normally
distributed. The effect may be small since speed can be traded for accuracy.
Finally, it should be remembered that Smith and Rea found a correlation against

false positives.

Table 3 shows the results of using the "Duncan New Multiple Ranges” pro-
cedure to show which means in the AOV were significantly different for times and
total scores.[7] The levels are ordered with performance increasing to the right.
A line connecting values indicates that there is a greater than 5% probability that
the mean values are the same. Overlapping lines mean that the test cannot dis-
tinguish between adjacent values--but that the end-points are significantly (less
than 5% probability) different. This situation arises because there is insufficient
data to show where the true breaks are. The major trends are examined in more

detail below.



1) Maximum scores

Subjects reached the maximum possible score almost 20% of the time. How-
ever, in terms of the subjects’'s own maxima, almost 60% of the total and time
seores were maxima. In addition, more than 80% of the runs were 100% accurate.
Fven at the lowest illumination level, 40% of the scores were at the subject’s
maximum. The 100% accuracy level is a physical limit, hence these high levels of
performance show the relative ease of the task, and are not simply artifacts of
the scoring function. This point is significant to applications professionals in

that the experiment is representative of a moderately difficult office task.
2) The practice effect

Run 4 minus run 1 is a measure of the magnitude of the practice effect. A
three-way AOV against this data provides a simple, although inefficient, test of
whether practice affects relative results. At the 5% significance level, illumina-
tion and subject were significant against time and time points, and check set was
significant against accuracy and total score, and just missed significance against

time.

We ran rank-order regressions of the total score, time, and accuracy prac-
tice effects for the 40 check-illumiination level conditions against VL to test for a
correlation against visibility. The correlation coefficients were 0.381, 0.352, and
0.263, respectively. They are significant at the 1%, 2%, and 5% level (one-sided
test). Since the correlation is significant, its magnitude is important. The rela-
tive scores against illumination level for runs 1 and 4 show that the effect is
large: 0.957, .0989, 1.005, and 1, versus 0.981, 0.995, 1, and 1. The average over all
runs (see Table 1, Section II) is closest to run 1. Extrapolation of the above trend
as a linear function of RN/(1+RN), where RN is the run number, indicates that
there may be no significant differences in performance once the subject has had

sufficient practice.
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The interpretation of the practice effect is complicated by the fact that the
subjects examined the same set of 400 checks on each run. Use of the average
over runs is equivalent to assuming that this repetition of checks is the dom-
inant factor in the practice effect. Thus the long-term visibility effect may be

less than the average values indicate.
3) Ilumination level

Only the lowest illumination level, about 10 lux, gives significantly different,
and lower, performance. The results are sensitive to experimental error. One-
fourth of the performance improvement from 10 lux to 100 lux is due to just two

outliers out of 160 points.

The performance trend is consistent with the CIE regressions. However, it is
too weak to confirm the view that performance is monotonically related to
illuminance. The data also do not provide evidence for a monctonic trend
against VL. A three-way AOV of illumination level 4 minus illumination level 1
showed no sign of a check set (VL) interaction effect. We believe that the results
add force to Ross’s questioning of the performance gain from 100 to 5000 lux. in

that this gain may not be real.[6]
4) Checktype

Performance with check sets 1, 2, and 5 are noticeably lower than with the
others. Check set 1 contains checks with poor handwriting while check set 2 had
low contrast or small sizes. Performance on check set 1 was significantly lower
than on all other sets. Half the difference between check set 2 and the others
was due to the two outliers mentioned earlier. Check set 5 had an intermediate
readability rating, and the highest visibility rating. However, one check in this
set was ambiguous and was responsible for the entire difference between this
check set and the remaining sets. This analysis shows that legibility, as deter-

mined by penmanship, may be more important to visual performance than



visibility, as determined by contrast and size.

This dominance of legibility over visibility is probably a major factor in why
readability, but not V1, was statistically significant in Smith and Rea’s rank-order
correlation test. This was not a strong test, as there were only 10 categories.
Note also that VL was determined for only 1 out of 40 checks. In a rank-order
correlation test against the 40 check/illumination level scores, VL gives a better
fit than illuminance alone (r = 0.473, P ® 0.2%, versus r = 0.329, P & 5%). This
VL/performance trend is signficant, but since there is a VL/luminance trend it

does not prove causality.
IV. THE CIE 19/2 REGRESSION

The CIE model does not include all relevant variables, so it should be used
cautiously even as an empirical model. All the variables, not just VL, must be

close to those in the fit before the model will reliably predict performance.

The 20 CIE fits appear good, but data averaging makes them look better than
they are. The CIE 19/2 model fits only relative performance, but in the Smith-
Rea experiment, for example, performance varies with subject, practice level,
and check type. Averaging over these variables provides a method of fitting the

model to the data despite this problem.

Averaging loses information about the shape of the function and the power
of the fit. In our example, averaging over check type eliminates all the informa-
tion about how well the model handles the 10 contrast levels. In fact, averaging
over subject, practice level, and check set reduces 160 data points to a single
average valué. The resultant 4-point, 3-parameter fit has only one degree of free-
dom. It is impossible to judge such a fit by eye. A multilinear fit of this type
must "explain” (R2=) 99.75% of the variance of the data to be considered statisti-

cally significant.
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The CIE 18/2 model is nonlinear, so the above analysis does not apply
directly. It is discouraging, however, to find that a simple log-linear fit, a +
bin{VL), explains almost as much of the variance as the vastly more complicated
CIE fit (R2 = 0.995, and 0.998, respectively). The In(VL) fit has two degrees of free-
dom and is statistically significant (P & 0.5%). In fact it is more efficient than the
CIE fit in that the estimated standard deviation from the In{VL) fit is 3, versus
3.75 for the CIE fit. This comparison is not completely fair to the CIE model
because there are so few degrees of freedom, but this latter problem is endemic

to fits in the CIE report.[1,2]

We can increase the degrees of freedom of the fit by not averaging. Check
sets differ in contrast. Since VL is proportional to contrast, the CIE fit should
work with the data for individual check sets. However, check sets 1 and 5 had
checks that were less legible than the other sets. These sets are excluded from
the fit. This more than halves the variance of the fits, because the effect of legi-

bility is not included in VL. measurements.

Many of the CIE fits provide a separate value of the maximum score (Tpmax)
for each subject or group of subjects. In our example this gives six free parame-

ters instead of three. Adding separate values of W123 and D for each subject is

not effective and increases the variance of the fit.

We examined various runs and corbinations of runs to isolate the practice
effect (see Section I1I.2). The average over the runs is presented in Fig. 1. The
scores on this plot were normalized by dividing by the appropriate TPmax so they

could be shown against a single fitted curve.

The fit "explains” (R2=) 42.6% of the original variance of the data, but about
3/4 of this explanatory power is due to the 4 Tpmax values. The added explana-
tory power due to visibility is statistically significant, but the figure shows that

there is little information on the shape of the visibility/performance
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relationship in this data. Even a In{L) term adds statistically significant power to
the fit, although the added explanatory power is only about 2/3 of the CIE visibil-
ity term. The term In{VL) again leads to a more efficient fit than the CIE fit. The
R for the In(VL) fit is 42.3%, but the variance is 0.1817 versus 0.1822 for the CIE

fit. The complexity of the CIE fit does not improve its explanatory power.

The significance of the CIE fit is further reduced by the sensitivity of the
parameters to practice level and to the two outliers. The value of W123 varies
from 4.3% to 25%, while that of D varies from 52 to 88 for runs 3 and 4 versus run
1. Deweighing the two outliers reduces W123 by about a factor of two. The remo-
val of check sets 1 and 5 from the analysis has little effect on the CIE fitted
parameters, although it affects the shape of the performance versus illuminance
trend, as follows: 0.968, 0.998, 0.993, and 1.0. The score for illumination level 2 is
better than for illumination level 3, since check set 1/illumination level 2 had by
far the lowest score of any check set/illumination level combination. The reason
for the small effect on the fitted parameters is that half of the variation in In{VL),
and ‘hence most of the information about shape, occurs at illumination level 1.
The relative score at illumination level 1 is essentially unchanged by the deletion

of data sets 1 and 5.

Even the significance of the correlation to VL is less than it looks. Again,
most of this correlation is due to the correlation of VL with luminance. Exclud-
ing the points for illumination level 1 eliminates any In(L) correlation and gives a
In(VL) term that is significant only at the 10% level. We believe that there are
theoretical grounds for thinking that VL is related to performance; however,
these data are at best a weak confirmation. The data do not show any significant
difference between fits to static or'dynamic VL, and there is not a sufficient range
of VL in this experiment to clearly define the shape of the VL/performance rela-

tionship.
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The 1n{VL) fit cannot be correct at low or high VL, yet only 12 of the 20 CIE
fits span a sufficient range to show this. Our experience with these data suggests
that even these 12 sets can be fit with something simpler than the CIk function.
Figure 1 shows that the fits are much less extraordinary than the CIE report

makes them seem, and that the model implies far more than the data show.
V. OTHER MODELS

Studies of nerve-firing rates show that the retina responds roughly to the
logarithm of contrast.[8] VL represents the ratio of the actual contrast of a task
to its threshold (50% detection) contrast, so it can be considered a normalized
contrast. A rough In{VL) relationship to performance is therefore consistent

with retinal studies.

Yonemura, however, suggests that apparent contrast (conspicuity) is a
better measure of visibility than VL for real-world tasks.[9] VL requires extrapo-
lating from threshold conditions, while conspicuity is measured at normal lumi-
nance and contrast levels. Conspicuity, however, is measured under steady view-
ing while visual performance experiments and VL involve a time constraint.
Yonemura's data show that if the contrast is high enough, conspicuity drops
when illuminance is increased. This trend is opposite to that of performance in
the Smith-Rea experiment, and a rank-order test of estimated conspicuities

against performance indicates that the two are not correlated (r= -0.02).

VLs in this and other visual performance experiments are sufficiently high
(>2) that conspicuity should be applicable. CIE 19/2 implies that conspicuity is
not applicable because eccentricity lowers effective visibility. This rationale is

used to introduce the empirical shape-fitting parameter, D, into the CIE model.

Inditsky et al. proposed an explicit mechanism, based on the eccentricity
concept, for the speed of detection of a target whose location is unknown. They

note that the effective size of the area around the line of sight in which a target
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can be detected (the visibility "lobe") depends on VL and the threshold contrast
as a function of eccentricity. They fit speed of detection to a probability model
based on the area of the visibility lobe versus total area. This appears to be the

first attempt to directly model speed.

However, it is unlikely that this mechanism is important in the Smith-Rea
experiment. It should not take 1 to 3 seconds to find a target whose location is
known. A more likely mechanism is the increased difficulty in identification

versus recognition or detection.

Identification requires more information than does detection. Signal detec-
tion theory shows that this translates into a loss in effective visibility.[11] In the
Smith-Rea experiment the numbers cover approximately 30’ by 50'. If the criti-

cal detail size is approximately 4’, there can be as many as 280 spatial channels

of information. If each channel is independent, overall noise will go as \/58_0.[11]
Since the signal-to-noise ratio appears to be proportional to VL2. the net redue-
tion in effective VL would be 4.[10] Subjects can narrow their focus to a small
area to improve effective VL and accuracy at the expense of the increased tifne

needed to cover the target.

Since numbers have fairly well defined shapes, there should be fewer than
280 independent channels of information. Roughly 10 channels is consistent with
the fact that only illumination level 1 shows a significant drop in performance.
The mistakes at higher illumination levels are probably due to variations from
the mean VI, legibility problems, or mental confusion. The last two mechanisms
would provide a background level of mistakes independent of visibility. These

speculations should be tested with more detailed findings.

The fact that Inditsky’s proposed mechanism seems to work for one type of
experiment, and a very different mechanism seens to work in this experiment

indicates that there is probably no unique VL/performance relationship. The
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original CIE work involved measuring accuracy for a fixed exposure time. The
generalization to performance was made without én explicit mechanism. The
failure to explicitly consider speed, accuracy, the mechanisms driving them, and
the trade-offs between them as determined by the score function, is what
prevents the CIE model from predicting absolute, and to some extent relative,
performance. A better understanding of V1/performance relationships requires

explicit modeling of the mechanisms and conditions of the experiments.
V1. CONCLUSIONS

The CIE 19/2 data analyses do not confirm the functional validity of the
model. Each experiment will have to be far more carefully analyzed to deter-
mine what information these data sets can contribute to our understanding of

visual performance.

Our analysis of the Smith-Rea experiment shows that the CIE identification
of VL as a fundamental visibility parameter is consistent with the data. The func-
tional form of the CIE model is, however, not theoretically sound, and the actual
fit is not even a particularly efficient empirical fit for this data. An attempt to
model the problem more carefully indicates that there is no reason that a unique
VL/performance function should exist. Instead it appears that there are a
number of plausible relationships between VL and accuracy or speed, and that
the actual VL/performance relationship will depend on the conditions of the

experiment and the details of the score function.

On a more pragmatic level, our analysis of the Smith-Rea data shows that
the visibility éffect was small and indefinite. The young adults who were subjects
in the Smith-Rea experiment showed very little (and possibly no) real improve-
ment in performance above 100 lux. The RQQ #6 recommended illuminance level
for young adults reading checks (levels D-E: 200-750 lux) shows a substantial

safety factor built into the recommendations. The argument that this safety



-15 -

factor leads to a more flexible installation is no longer obviously valid. The
increasing prevalence of video display units that require low ambient lighting for
good visibility indicates that overlighting may produce a performance penalty.
Experimental results should be carefully reviewed if future IES recommenda-

tions are to be more closely related to performance.
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Table 1

Comparison: CIE 19/2 Fit of S” and S

VL (CIE fit) Sl‘Pi ] %Pi
a
TP TP RTP TP T RTP
4 4
3.2 565 0.856 0.843 2147 0.965 0.953
6.8 633 0.959 0.945 2199 0.989 0.976
9.2 648 0.982 0.967 2213 0.995 0.982
10.4 660 1.000 0.985 2224 1.000 0.987

Parameters of fit

2 2
Data TPmaX W123 D R s
Type
5P 670 0.34 60 0.995 29
S’(L.S.)b 680£14 0.37+£.05 6618 0.996 21
S(L.S) 2250425 0.115%.05 76115 0.996 14

a TP = Task performance = Total points for the four subjects for 40
runs each.

b The CIE fits were done by eye. We redid the fits with a nonlinear
least-squares (L.S.) program (S”(L.S.) above) to estimate the
parametric uncertainities. To maintain consistency with the CIE
fits we assumed that the variance of the data points were equal.

S” Score as reported in CIE 19/2.

S Score as originally measured by Smith and Rea.
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Table 2: Comparisons of VL Values

Luminance (cd/mz) 2.44 31 251

CIE VL values 2 3.18 6.80 9.22
(dynamic VL)

Reference VL 2 2.75 6.57 9.41
(static:X =0)

Measured VLs 2.74%.21 6.711.48 9.41467
(static expt.%

Reference VL 2.79 6.66 9.53

(static calculation)

a) Calculated at C

0.764 (CIE value).

b) Calculated at C

Table 3

Comparisons of Mean Values: 5% Significance

Time Data

Classification Ordered Rankings
runs 1 2 3 4

(- =)
illumination 1 3 2 4

)

(= =)

check type 1 2 9 5 3 4 6

Total Scores

Classification Ordered Rankings
runs 1 2 3 4
(= =)
(== =)
illumination 1 2 3 4
(== - )
check type 1 2 5 3 9 6 7
(== =) (= - =

0.774 (best fit to Smith and Rea data).



~-19-

*ToA9T AJTTIQISTA SONSIDA S9I00S POZITBWAON T 2an37g

¥ 103r8NS =
£ LO¥aNS =
Z 1L03r8Ns o
} 123rANS x
T LA
puaba

L 11 T

X

X

X

3P403S




TITLE:
Cover
Title <

AT v

1 2
3 4
5 6
7 8
9 10
1 12
13 14
15 16
17 18
19 20
21 22
23 24
25 26

21 28
29 30
3 32
33 34
35 36
37 38
39 40
a1 42
43 44
45 48
47 48
49 50
51 52
53 54
55 56
57 58
59 60
61 62
63 64
65 66
87 68

nn Tn

LO- /773

n
13
75
77
79
81
83
85
87
a9
81

93
35

87

99

101
e

103
105
107
109
"
113
115
117
118
121
123
125
127
129
13
133
135
137
139
141
143
145
147
149
151

ara

72
14
16
78
80
82
84
86
88
90
92
94
96
88
100
102
104
106
108
110
112
114
116
118
120
122
124
126
128
130
132
134
136
138
140
142
144
146
148
150
152

155
157
159
161
163
165
167
169
m
173
175
177
179
181
183
185
187
189
191
193
195
187
199
201
203
205
207
209
21
213
215
217
218
221
223
225
221
229
231
233
235

Aane

156
158
160
162
164
166
168
170
172
174
176
178
180
182
184
186
188
180
192
194
196
198
200
202
204
206
208
210
212
214
216
218
220
222
224
226
228
230
232
234
236

Ralels)

238
241
243
245
247
249
251
253
255
257
259
261
263
265
267
269
271
273
275
271
279
281
283
285
287
288
291
293
295
297
299
301
303
305
307
309
311
313
315
317
319

704

240
242
244
248
248
250
252
254
256
258
260
262
264
266
268
270
272
274
276
278
280
282
284
286
288
280
292
294
296
298
300
302
304
306
308
310
312
314
316
318
320

323
325
327
329
331
333
335
337
339
341
343
345
347
348
351
353
385
357
359
361
363
365
367
369
n
373
375
3n
379
381
383
385
387
389
39
393
395
397
399
401
403

ANDK

324
326
328
330
332
334
336
338

340
342

344
346

348

350

352
354
356
358

360
362
364
366
368
370
372
374
376
378
380
382
384
386
388
390
392
394
396
398
400
402
404

Ang

407
409
a1

413
415
417

419

421

423
425

427

429

431

433
435
437
439
441
443
445
447
449
451
453
455
457
459
461
463
485
467
489
411
473
475
an
479
481
483
485
487

ARa

408
410
412
414
416
418
420
422
424
426
428
430
432
434
436
438
440
442
a44
448
448
450
452
454
456
458
460
462
464
466
468
470
472
474

476
478

480
482
484
486
488

AQn

491
493
495
497
499
501
503
505
507
509
511
513
515
517
519
521
523
525
521
529
531
533
535
537
539
541
543
545
547
549
551
553
555
557
559
561
563
565
567
569
571
73

492
484
496
498
500
502
504
506
508
510
512
514
516
518
520
522
524
526
528
530
532
534
536
538
540
542
544
546
548
550
552
554
556
558
560
562
564
566
568
570
572
574

575
577
579
581
583
585
587
589
591
593
585
597
599
601
603
605
607
609
611
613
815
617
619
621
623
625
627
629
631
633
635
637
839
641
643
645
647
649
651
653

655
RR7

576
578
580
582
584
586
588
530
592
594
596
598
600
602
604
606
608
610
612
614
616
618
620
622
624
626
628
630
632
634
636
638
640
642
644
646
648
650
652
654
856
ARR

659
661
663
665
667
669
671
673
675
677
679
681
683
685
687
689
691
693
695
697
699
701
703
705
107
709
m
713
715
Ak
719
[ral
123
125
127
129
[
733
135
137
739
741

660
£62
664
666
668
670
672
674
676
678
680
682
684
686
688
690
692
694
696
698
700
702
704
706
708
710
712
714
716
18
720
722
124
126
728
730
732
734
736
738
740
742

743
145
147
749
751
153
755
7517
759
761
763
768
167
769
m
173
175
7
779
781
783
185
1817
789
791
793
79%
797
799
801
803
805
807
809
811
813
815
81
819
821
823
825

RL-230-1A
744
746
748
750
152
754
756
758
760
762
764
766
768
710
112
174
176
718
780
782
784
786
788
790
792
794
796
798
800
802
804
806
808
810
812
814
816
818
820
822
824
826






